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Abstract

Congestion control is a useful task to be taken into account in order to maintain a good traffic in a network. In the case of a TCP/IP
(Transmission Control Protocol/Internet Protocol) network, congestion creates queues in routers and even packet rejection. It is
the reason why research have been conducted to improve congestion control mechanisms. Nowadays, several TCP congestion
algorithms have been implemented. However, with the technology evolution and the need in terms of traffic capacity, various
mechanisms implemented by these algorithms have shown their limitations and still need to be improved. The aim of this paper is
to develop a novel TCP congestion control approach based on two famous algorithms: Appropriate Byte Counting (ABC) and Slow
Start (SS). The results obtained show that ABC increases the congestion window appropriately compared to Slow Start. However,
the congestion window remains invariant during the first round trips, which causes the TCP burst phenomenon. The TCP splitting
can cause buffer overflows and long queues. For theses shortcomings, we propose ABCSS as a novel approach that appropriately
increase the TCP congestion window and minimize the TCP splitting problem. The simulations of ABCSS algorithm provide
interesting results compared to some known algorithms.
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1. Introduction

Nowadays, the world is more and more connected via the Internet, the underlying network has to work more and
more efficiently to obtain a stable and efficient connection all the time. Congestion, in a computer network, occurs
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in the router when it has a queue full of packets. This situation can cause packet rejections and long delays in their
transfers. In order to solve this problem, several algorithms have been implemented to control the increase in the TCP
congestion window [13], i.e. the number of packets that can be in transit in the network. And for each packet received
by the receiver, an acknowledgement packet (ACK) must be sent, which represents a large amount of traffic in the
network and requires good congestion avoidance mechanisms. Among the most used algorithms, we can mention SS
(Slow Start) [6] and ABC (Appropriate Byte Counting)[12]. The implementation of different algorithms to increase
the TCP congestion window leads to irresolution in choosing which one to use. However, it is important to choose
an algorithm that can better address performance issues. While some algorithms, such as Slow Start, increase cwnd
(congestion window) by sending acknowledgements of receipt (ACKs), other algorithms over the Internet can pass
through some links with different speeds (bandwidth, latency) and router with different processing speeds. It should be
noted that when a router buffer is full, it throws the packets away without notifying the sender. In this case, we say that
there is congestion. Congestion occurs when a machine in the packet-switched network receives more packets than it
can temporarily store before re-transmitting them. Indeed, the packets are first stored in buffers before retransmission
at the output. When packets arrive faster than they are retransmitted, they stick together in the buffers causing a
congestion and then, the excess packets are deleted. Based on the information presented below, it is important to
maximize the use of the network connecting sender and receiver, i.e. send packets at the maximum speed without
causing congestion.

Several works have been conducted to increase the window and avoid TCP congestion [1, 2, 4, 8, 10, 11]. However,
with the evolution of networks and the increase in the amount of traffic, the different mechanisms implemented by
these works have shown their shortcomings and require further improvement [3, 7, 9, 14]. In this paper, we present
a hybrid algorithm based on ABC and SS for incresing TCP congestion window. The paper is structured as follows.
First, we present an overview on SS and ABC algorithms with a focus on their complexities. Secondly, we propose a
novel algorithm termed ABCSS by describing used mathods and matherials. Thirdly, we discuss the results obtained
and finaly we conclude this paper.

2. An overview on SS and ABC algorithms
2.1. Slow Start (SS description and complexity)

At the beginning of the connection, it is imperative not to send the entire content of the window. It is the reason why
TCP uses the Slow Start algorithm in which the transmission of packets is controlled by the rate of reception of their
acknowledgements instead of sending them all at once [12]. When the connection is established or after a period of
idle calm, the transmitter sends a first maximum size segment (MSS) and it takes time waiting for acknowledgement.
Upon receipt, the transmitter sends two segments, then four segments and continously until it reaches the maximum
opening of the window. To calculate the complexity of SS to reach the threshold, we are based on the cost and number
of times each operation is performed in the Slow Start pseudocode to reach the ssthresh. The Table 1 illustrates the
fact.

Table 1. Estimated cost of SS before ssthresh

Cost Time
cwnd = IW Cq 1
ssthresh = randomvalue Cy 1
if(cwnd < ssthresh) Cs (ssthresh— MSS)=N
cwnd = cwnd + SMS S Cy N

Based on Table 1, the complexity can be calculated by: C(N) = C; + C, + C3N + C4N = C| + C2 + (C3 + C4)N.
Then the complexity is given by O(N).
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2.2. Appropriate Byte Counting (ABC) description and complexity

Appropriate Bytes Counting is described in the RFC 3465 [2]. This algorithm proposes the increasing of the
congestion window based on the number of arriving acknowledgements. The window is increased according to the
number of bytes recognized by these arriving ACKs. ABC suggests to store the number of acknowledged bytes in a
variable bytes_acked in the TCP control block. When bytes_acked becomes greater or equal to the cwnd, it is then
reduced to the value of cwnd. And then, the cwnd is incremented by a maximum segment size.

Table 2. Estimated cost of ABC algorithm before ssthresh

Cost Time
cwnd = IW Ci 1
ssthresh = randomvalue Cy 1
bytes_acked = 0 Cs 1
if(cwnd <= sstresh) Cy N
N

if(bytes_acked < cwnd) Cs i
i=1
N

if(bytes_acked == bytes_acked + nbytes) Ce >
i=1

elseif

bytes_acked = cwnd Cy 0
N

cwnd = cwnd + SMS S Cs i
i=1

N is a linear value that designates the value ssthresh — cwnd, the number of times C4 should normally be executed.
i designates the value cwnd — bytes_acked. It should be noted that operations Cs, C¢, C7 and Cg depend on i and N
while we calculate the complexity as a function of N. C is an operation on the same cwnd variable; it is therefore the
same cost as Cy that does not need to be included in the calculations, and, it is cancelled. Thus, we have:

N N N
C(N) :C1+C2+C3+C4N+C52i+C6Zi+CgZi

i=1 i=1 i=1

N N N
=C1+C2+C3+C4N+ZC5i+ZC6i+ZCgi

i=1 i=1 i=1

We know that 3, , and then, we obtain:

N . kN(N+1)
ki=—5—
i=1

CSN(N+1)  CNWN +1)  CeN(N + 1)

C(N) =C; +Cy +C3+CyN +

2 2 2
N>+ N
=Cl+C2+C3+C4N+(C5+C6+Cg)%
Cs+Ce+C Cs+Ce+C
O+ G+ N+ G FC )\ (GGt Gy

2 2
C(N) =O(N?)

Then, based on the Table 2, the ABC complexity is given by C(N) = O(N?).
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2.3. ABC vs SS in term of complexity

Based on the results obtened for ABC and SS complexities, it is obvious that Slow Start is faster than ABC.
It reaches the ssthresh threshold more quickly compared to the ABC algorithm. Indeed, what is important is not to
quickly reach the threshold, but to increase the congestion window more appropriately. When the threshold is reached,
for Slow Start, as for ABC, TCP switches directly to Avoidance Congestion mode, which increases the congestion
window more slowly. However, Slow Start can quickly increase the congestion window while the sender does not
have enough packets to send, requiring such a large cwnd. It should be noted that the ABC algorithm increases the
cwnd slowly and does not reach the ssthresh threshold very quickly, but it waits until the value of bytes_acked is equal
to the initial value of cwnd. However, even in this case, taking into account the complexity factor, we cannot really
determine whether this increase in ABCS cwnd is entirely appropriate and whether it is not flawed. Therefore, we
cannot rely only on complexity calculation to estimate the performance of these algorithms. A simulation approach of
these two algorithms in a physical environment can help to observe their behaviour.

3. Proposed ABCSS algorithm
3.1. Materials

To achieve this research, some materials were needed for the practical realization. We used Network Simulator
2 (NS2) [5] for performing simulations of the proposed novel algorithm termed ABCSS. The network architecture
we adopt to implement and test the algorithm is made of two different network interconnected by a router. This
architecture is presented by the simple topology shown in Fig. 2.

3.2. Methods

The idea of the new approach is therefore to imitate the start-up phase of the Slow Start algorithm for cwnd increase.
Thus, instead of incrementing the cwnd size of an SMSS when each ACK arrives, we propose to increment this cwnd
by N_bytes, where N_bytes is the number of bytes recognized by the last ACK received. Hence, the bytes_acked
variable will no longer be taken into account in this new approach. Indeed, bytes_acked, on which the incrementation
of cwnd into ABC depends, evolves less quickly for small segments, which causes a constant linearity of cwnd at the
beginning of a TCP transfer. In this new appoach, if cwnd manages to exceed the value of ssthresh, cwnd is reset to
ssthresh, before entering the phase of increasing the congestion window, in a more linear way. This is a reset that is
done only once before the curve changes to ABCSS. The process allows to improve the phase for achieving ssthresh.
The pseudocode of this proposed approach is presented in the Algorithm 1.

Algorithm 1 ABCSS

Initialization

cwnd = IW > Initial value of the congestion window
ssthresh = random_value > High value if necessary
New ACK received

if cwnd < ssthresh then
cwnd = cwnd + N _bytes

else > Congestion Avoidance
cwnd = ssthresh
cwnd = cwnd + N _bytes/cwnd

The counting of bytes is indeed performed, but these bytes are no longer stored in the bytes_acked variable which,
when lower, caused a cwnd invariance at the connection establishment. With this new approach, ABC will now in-
crease congestion after each RTT (Round Trip Time), but in an appropriate way, i.e. instead of increasing the conges-
tion window of an SMSS, it will be increased by the number of bytes recognized by the incoming ACK. The algorithm
1 can be presented by the flowchart described in the Fig. 1.
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Fig. 1. Flowchart of the ABCSS algorithm combined to the congestion avoidance

3.3. ABCSS algorithm complexity

Table 3. Estimated cost of ABCSS algorithm

Cost Time
cwnd = IW C 1
ssthresh = randomvalue Cy 1
if(cwnd < sstresh) C3 (ssthresh—SMSS)=N
cwnd = sstresh Cy 1
cwnd = cwnd + N _bites Cs N

Based on the table 3 we have:

C(N) =C; +Cy +C3+ C4N + CsN
=C1+Cr+C3+(C4 +Cs5)N
C(N) =O(N)

4. Simulation of ABC, SS and ABCSS algorithms

4.1. Context and topology of simulation

The following simulation aims at discovering how cwnd evolves according to SS and ABC algorithms up to the
ssthresh threshold. ssthresh is the Slow Start threshold that defines whether to move from SS or ABC to the Avoidance
Congestion phase. Thus, through these simulations, it is a question of discovering which mechanism increases cwnd
more quickly or appropriately. Fig. 2 below presents the simple topology used in performed simulations.



442 N.M. Kasoro et al. / Procedia Computer Science 191 (2021) 437—444

2 MB/s 2 MB/s
’@ :
S i
== \\“--- * D
Sender

Receiver

Fig. 2. Topology of simulation

4.2. Used parameters

Some parameters were used in order to perform simulation of all the algorithms concerned by our reserach, we
mention ABC, SS and ABCSS. The following Table 4 describes these parameters:

Table 4. Parameters used and their values

Parameter Value
SMSS 2190 bytes

w 6570 bytes
sstresh 34040 bytes
passband 2Mb/s and 1.2Mb/s
RTT 0.1second
router_queuing FIFO

4.3. Simulations

The simulations of ABC and SS is presented in Fig. 3. Simulation of ABCSS is presented in Fig. 4. The figure
shows an evolution of cwnd in ABCSS mode with 1916-byte segments and provides a comparison with the ABC and
SS algorithms using the similar parameters.

5. Discussion of the results

As shown in Fig. 3, for the Slow Start mode (blue curve), the congestion window is incremented by one SMSS
(2190 bytes) at each RTT. This increase depends only on the arrival of ACKs and not on the size of the segment. Thus,
for smaller or larger segments, the increase in the congestion window is clearly the same. For Slow Start, cwnd reaches
the ssthresh threshold after 1.3 seconds. However, in ABC mode, the evolution of the congestion window is clearly
slower than in Slow Start. This is a slow but consistent increase in cwnd. The congestion window therefore changes in
proportion to the amount of data sent over the network. Based on complexity calculations and simulation, the analyses
presented above provide us with information on the power of ABC’s consistency with Slow Start in increasing the
TCP congestion window. It is an algorithm whose counting of bytes is recognized by ACKs. It allows to increase
cwnd more quickly but according to the traffic observed in the network. However, according to the ABC simulation
graph shown in Fig. 3 of RTT 1 to RTT 4, cwnd remains constant. ABC can not easily double the sending of segments
to each RTT, the worst case, it could cause a burst of TCP. This observation leads us to study this problem in order to
minimize this bursting of TCP which would be, in some cases, due to ABC which nevertheless seeks to increase the
window of congestion appropriately.
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Fig. 3. Simulation of ABC and SS algorithms using NS2 with all parameters described in the Table 4
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Fig. 4. Simulation of the ABCSS algorithm (a) Evolution of cwnd with 1916-byte segment and (b) evolution of cwnd with 1096-byte segments for
a 32,850-byte ssthresh

Simulations presented in Fig. 3 show that with ABC, the congestion window takes a long time before being, for the
first time, increased by an SMSS. According to the graph shown in this figure, we notice that the congestion window
remains invariant until RTT 4 (0.4 seconds) before incrementing. With more segments, this constant evolution is at
the root of a congestion causing the bursting of the transfer. As shown in Fig. 4(a), the congestion window in ABCSS
mode evolves directly to the first RTT as in Slow Start mode, but here it is not incremented by an SMSS (2190 bytes),
but N_bytes (1916 bytes). We therefore avoid here the invariance observed on the ABC curve which does not evolve
up to RTT 4 (0.4 seconds), a linearity that can cause the burst. It should be noted here that the ABCSS and SS curves
are similar because of the fact that the 1916 segment tends towards SMSS, with a small difference of 274 bytes. Thus,
with smaller segments, or of different sizes, the curve will not look the same as shown in Fig. 4(a). As shown in
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the Fig. 4(b), with segments of 1096 bytes, cwnd in ABC mode reaches ssthresh after 2.4 seconds. This is a slower
development than in the previous case. It is still appropriate because it results from byte counting. Considering the
invariance of the congestion window, in ABC mode, cwnd maintains its initial value for 0.6 seconds while ABCSS
is already evolving at each RTT. ABCSS evolves here almost as slowly as ABC, but avoids bursting in the transfer.
From these two graphs(Fig. 4(a) and Fig. 4(b)), we can see that ABCSS makes cwnd evolve at each RTT and that the
bursting problem due to possible congestion at the beginning of the TCP transfer in ABC mode is completely solved.

ABCSS algorithm is powerful for different TCP transmissions regardless of packet size or RTT. However, its impact
is directly visible when it comes to small segments. Indeed, it is for these small segments that the invariance of cwnd
at the beginning of the TCP- transfer becomes very high in ABC mode. ABCSS algorithm thus makes it possible
to avoid this fragmentation while increasing, more quickly and appropriately, the number of segments that can pass
through the network. It should be noted that, ABCSS algorithm has some weaknesses. Although ABCSS algorithm
reaches the ssthresh threshold faster than ABC and switches to avoidance congestion mode, during this passage, the
congestion window evolves in a very linear way and thus reduces the number of packets that can pass through the
network. This is a reduction that occurs faster than in ABC mode.

6. Concluding Remarks

In this paper, we analyzed the two typical algorithms for increasing the TCP congestion window, namely Slow
Start based on acknowledgement counting and Appropriate Byte Counting based on counting bytes recognized by
acknowledgements. Based on a comparative study between these algorithms, we found that ABC, although appropri-
ately increasing the congestion window, would cause a TCP burst problem at the beginning of the transfer due to the
invariance of the congestion window to the first Round Trip Times. Then, we proposed a hybrid algorithm (ABCSS)
based on these two algorithms. The hybrid nature of this algorithm comes from the fact that it combines ABC and Slow
Start to increase cwnd consistently while minimizing TCP fragmentation. As a perspective, the simulation of ABCSS
algorithm in a complex topology will be performed to test the efficiancy of the algorithm. We attend also to conduct a
study of quality of service based on Fast Retransmit, Fast Recovery, RENO, Vegas, TAHOE and others based on the
ABCSS algorithm proposed here. This study should therefore take into account the impact of delayed ACKs or loss of
ACKSs when exchanging data between entities in a TCP/IP network. Thus, ABCSS can be implemented in a physical
environment.
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